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Abstract: Atmospheric Boundary Layer (ABL) flow simulations have been per-
formed using Large Eddy Simulation (LES) to assess the suitability of the simulated
flow for structural wind engineering applications. The governing equations of
straight ABL flow for structural engineering purposes were formulated based on
state-of-the-art meteorological studies. The balance of the horizontal pressure
gradient force and the ground friction was used in the Computational Fluid
Dynamics (CFD) solver to achieve dynamic equilibrium throughout the ABL flow.
In the simulation using the precursor method, turbulent ABL flow was developed
naturally to achieve horizontally homogenous ABL flow. To reduce computational
resource requirements this study employed a model scale approach, similar to the
approach used in wind tunnel simulations.

Based on the assessment of the simulated results via comparisons with
measurements reported in the literature and values recommended in the ASCE
49-12 Standard for wind tunnel testing, the quality of the simulations for structural
engineering applications was found to be comparable with the quality of their wind
tunnel counterparts. The results also identified issues, mainly due to grid resolution
and inaccurate SGS modeling, that need to be addressed by future research.
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1 INTRODUCTION

Wind loads on structures can be determined by using analytical, experimental,
and/or numerical simulation approaches. The analytical approach typically
specified in codes and standards is widely used in engineering practice. For
special structures, however, ad-hoc wind tunnel tests are generally used. Given
the cost, turnover times, and reliability issues inherent in wind tunnel testing at
the typically small scales required in practice on the one hand, and the rapid
development of Computational Fluid Dynamics (CFD) techniques on the other,
CFD is increasingly being regarded as a potentially viable simulation option for
structural engineering applications. Structural engineers have expressed strong
interest in the possibility of using this option, at least for preliminary designs.
The UK Design Manual for Roads and Bridges (BD 49/01, HE 2001), the
Eurocode (prEN 1991-1-4, CEN 2005), and the Architectural Institute of Japan
guidebook (AIJ 2017) allow the use of proven CFD procedures to provide
additional design guidance.

With a view to advancing the prospects of using CFD techniques for
structural engineering purposes, the National Institute of Standards and Tech-
nology (NIST) is engaged in an effort aimed to develop CFD algorithms as a
substitute for wind tunnel testing. In this paper we report results achieved within
the framework of this effort in the Large Eddy Simulation (LES) of Atmospheric
Boundary Layer (ABL) flow. For the simulations to be compatible with currently
available computational resources, they need to be performed at scales comparable
to those used in wind tunnel simulations. Since the latter are achieved by using
empirical devices such as roughness elements, spires, and castellated walls, it was
hypothesized that CFD simulations would perform at least as well as their wind
tunnel counterparts.

Three approaches have been used to generate neutrally stratified ABL flows in
LES studies for wind/structural engineering applications: synthetic turbulence
approach, recycling and rescaling approach, and precursor database approach. For
reviews of these approaches see Tabor and Baba-Ahmadi (2010), Wu (2017), and
Vasaturo et al. (2018).

The synthetic turbulence approach generates at the inflow boundary artifi-
cially synthesized wind fluctuations based on target flow characteristics and a
predefined mean wind velocity profile (Hémon and Santi 2007, Huang et al. 2010,
Kondo et al. 1997, Xie and Castro 2008). This method is computationally efficient
and makes it easy to deal with any target characteristics. However, synthetic
turbulence structures are less accurate and dissipate faster within the computa-
tional domain than naturally developed ones.

The recycling and rescaling method usually prescribes a time-averaged wind
velocity profile on the inflow boundary, rescales wind fluctuations collected on a
downstream plane, and reintroduces them to the inflow boundary (Kataoka and
Mizuno 2002, Nozawa and Tamura 2001). This method has been used for spatially
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evolving boundary-layer flows with a zero-pressure gradient, thus reproducing the
generation of boundary layer flow in conventional wind tunnel testing facilities, as
opposed to the generation of neutrally stratified, horizontally homogeneous ABL
flow that, owing to the action of a horizontal pressure gradient, maintains a
constant boundary layer height.

The precursor database method generates turbulence in the computational
domain by embedding the flow driving mechanism into the cyclic domain without
rescaling to achieve fully developed turbulent equilibrium flow (Berthaut-Gerentès
et al. 2014, Churchfield et al. 2010; Munters et al. 2016). This precursor method
produces a database in auxiliary simulations or in the upstream domain of the
main simulation. It entails additional computational costs, but simulates turbu-
lence of the equilibrium ABL flow more realistically than the synthetic turbulence
generating methods.

Since straight ABL flow is driven by the balance of horizontal pressure gradient,
Coriolis, and ground friction forces, the underlying dynamic equilibrium of the ABL
flow can be more accurately achieved by “balanced-force-driven” simulations (Cai
et al. 2014, Porté-Agel et al. 2000), rather than by the widely used “boundary-driven”
simulations (Aboshosha et al. 2015, Blocken et al. 2007, Huang et al. 2010, Kataoka
and Mizuno 2002, Richards and Hoxey 1993, Tominaga 2015).

The simulations considered in this study employed the precursor database
method as applied to a neutral balance-force driven ABL. The aim of this paper is
to assess the quality of the ABL flow simulated by this technique and compare it to
quality of ABL-like flows achieved by conventional boundary-layer wind tunnels
techniques as described in standard provisions on the wind tunnel testing
procedure.

In this paper, we first describe the numerical simulation of the governing
equations of ABL flow, including simulation details. We then present simulation
results on the ABL flow characteristics of interest of structural engineering and
compare those results with reference data from the literature and standard
provisions. ABL simulation features are then discussed, and a flow assessment
is presented. The paper ends with concluding remarks.

2 NUMERICAL SIMULATION

2.1 Governing equations of ABL flow

Governing equations for incompressible, neutrally stratified ABL flow are the
continuity equation and the momentum equations for Newtonian fluid (i.e., fluid
with constant density ρ and kinematic viscosity ν) (e.g., Stull 1988):

∇ · U= 0 (1)
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where the velocity vector U consist of two horizontal velocity components of
(U, V) in the (streamwise) x and (lateral) y directions and one vertical compo-
nent of (W) in the (upward positive) z direction. Term I is the temporal
acceleration of the wind flow, Term II expresses the nonlinear interaction of
convective accelerations of the flow, Term III expresses the pressure forces
induced by the flow (p is the pressure), Term IV expresses the effects of
molecular viscosity, Term V represents the source terms (Sx and Sy are the
external horizontal pressure gradient forces in the x and y directions; Sz is the
body force due to gravity so that Sz =−g, where g is the gravity acceleration,
Terms VI and VII represent the horizontal and vertical Coriolis forces due to the
Earth’s rotation (f and f * are the horizontal and vertical Coriolis force para-
meters, respectively), and Term VIII denotes the centrifugal force in non-
straight winds (r is the radius of curvature of air trajectory).

According to recent studies (Hess 2004, Zilitinkevich 2012, Zilitinkevich et al.
2007, Zilitinkevich and Esau 2002) summarized for structural engineering pur-
poses in Simiu et al. (2016), the contribution of the wind velocity component
normal to the surface stress to the resultant mean wind speed is negligible at mid-
latitudes. For example, at elevations of the order of, say, 1 km or less, the veering
angle is of the order of 5 degrees or less. Thus, Terms VI and VII are not
considered in this study. Term VIII is not taken into account because this study
only considers the case of non-rotating flows.

This study also assumes that (i) the wind velocity is parallel to the x
direction, (ii) the air density is constant throughout the flow, and (iii) the flow is
barotropic, that is, the horizontal pressure gradient force is independent of
height. Thus, the steady state equilibrium of the fully developed ABL flow can be
reached by the external horizontal pressure gradient force (Sx) as a driving force
and the friction force on the ground as a retarding force. Thus, the wall-shear
stress at the ground is

τw = −
∂ph
∂x

H (5)

where H is the height of the computational domain and ∂ph∕∂x is the external
horizontal pressure gradient. Since τw = ρu2� where u� is the friction velocity, it
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follows from Eq. (5) and the logarithmic law describing the dependence of the
mean wind speed with height that:

∂ph
∂x

= −
ρ
H
u2�

= −
ρ
H

�
κUðzref Þ
lnðzref∕z0Þ

�
2

(6)

where U(zref) is the longitudinal wind velocity at height zref, z0 is the surface
roughness length, and κ = 0.41 is the von Kármán constant.

Therefore, Eqs. (2) through Eq. (4) become

∂U
∂t

þ U · ∇U þ 1
ρ
∂p
∂x

− ν∇2U þ 1
ρ
∂ph
∂x

= 0 (7)

∂V
∂t

þ U · ∇V þ 1
ρ
∂p
∂y

− ν∇2V = 0 (8)

∂W
∂t

þ U · ∇W þ 1
ρ
∂p
∂z

− ν∇2W þ g = 0: (9)

2.2 Large-Eddy Simulation

Through a spatial low-pass filter based on the scale of grid spacing, Eqs. (7)
through Eq. (9) can be converted to the filtered equations for LES:

∇ · Ũ= 0 (10)

∂Ũ
∂t

þ Ũ · ∇Ũþ 1
ρ
∇P̃ − ν∇2Ũþ ∇ · τd þ F= 0 (11)

where the filtered quantity is denoted by a tilde, P consists of pressure p and the
isotropic component of the subgrid-scale (SGS) stress τ, τd is the deviatoric compo-
nent of the SGS stress, and F is the external body force [i.e., −ð1∕ρÞ∂ph∕∂x in the
x direction and –g in the z directions, as shown in Eqs. (7) and (9) respectively].
To close the LES equations, a model for the SGS stress tensor τ is required, to simulate
the energy transfer between resolved motions and SGS modeled motions.

2.3 Simulation details

All the simulations were performed using LES with the one-equation turbulent
energy SGS model (Yoshizawa and Horiuti 1985) in OpenFOAM v. 2.4.0 (2015). In
this study it was assumed that the pressure gradient and temperature do not vary
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with height. The model length scale was 1:1000 as in wind tunnel tests for high-rise
buildings (e.g., Tanaka et al. 2013). The terrain exposure was assumed to be open
(roughness length z0= 0.03m at full scale, ASCE 2010). The target mean along-wind
speed at the top was set to UðHÞ= 10 m∕s. The surface friction velocity was
calculated from the logarithmic velocity profile u� = κUðHÞ=lnðH=z0Þ=
0.394 m=s. The wall-shear stress on the ground and the horizontal pressure gradient
were determined from the balance of forces [Eqs. (5) and (6)], respectively. The
kinematic viscosity of air was assumed to be ν= 1.455 × 10−5 m2/s.

As shown in Figure 1, the dimensions of the computational domain were
L:W:H= 2:1:1 where H= 1 m. The grid was uniform (Δ/H= 0.01) in all direc-
tions, and the total number of cells was 2 × 106 (200, 100 and 100 cells in the x, y,
and z direction, respectively). The non-dimensional time step Δt� (defined as
Δt� =UðHÞΔt∕HÞ was 0.0025, and the total non-dimensional time for analysis
was approximately 200.

Periodic boundary conditions were employed in all horizontal directions so
that the ABL flow is fully developed regardless of the along-wind dimension of the
domain. The slip wall condition was imposed on the top boundary for velocity
(i.e., zero normal velocity and zero gradient tangential velocity). The zero-gradient
boundary condition was applied to the ground and top boundaries for pressure.
The wall-shear model (Schumann 1975) was employed at the center of the first
grid above the ground (denoted by subscript Δ1) in the xz and yz directions to
achieve local equilibrium in the near wall-region:

τxz,wallðxΔ1,yΔ1,tÞ= −ρu2�
UΔ1ðxΔ1,yΔ1,tÞ

jUΔ1j

= −ρ
�

κjUΔ1j
InðzΔ1∕z0Þ

�
2UΔ1ðxΔ1,yΔ1,tÞ

jUΔ1j

τyz,wallðxΔ1,yΔ1,tÞ= −ρu2�
VΔ1ðxΔ1,yΔ1,tÞ

jUΔ1j

= −ρ
�

κjUΔ1j
InðzΔ1∕z0Þ

�
2 VΔ1ðxΔ1,yΔ1,tÞ

jUΔ1j
(12)

Outflow

Ground

Top 

Inflow

W

H

L

x

z

y

Wind

Figure 1. Computational domain of simulation
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where jUΔ1j is the spatial average of U on the xy-plane at the height of zΔ1. The
friction velocity in this model was obtained from the horizontally averaged
velocity at each time step by assuming a logarithmic mean profile near the
ground (Grötzbach 1987) instead of a fixed value from the momentum balance in
the original Schumann model. The initial conditions for the velocity consist not
only of the target logarithmic along-wind wind velocity in the domain but also of
small perturbations near the ground, which expedite the development of the
turbulence in the simulations. Details of this model-scale ABL simulation are
provided in Shi and Yeo (2016, 2017).

3 CHARACTERISTICS OF SIMULATED ABL FLOWS

The characteristics of the simulated ABL flow assumed in this study for structural
engineering applications are compared with their counterparts in the literature
and the ASCE 49-12 Standard for wind tunnel (ASCE 2012).

The simulated ABL wind velocities (U, V, W) were decomposed into mean
velocities ðU ,V ,WÞ and wind velocity fluctuations (u, v, w) along the x-, y-, and
z-axes, respectively, corresponding to the streamwise, lateral, and vertical directions:

Uðz, tÞ=UðzÞ þ uðz, tÞ,Vðz, tÞ=VðzÞ þ vðz, tÞ,Wðz, tÞ=WðzÞ þ wðz, tÞ: (13)

The following subsections examine the characteristics of the mean velocities
and fluctuating components of the simulated flow.

3.1 Mean wind speed profile

The ABL flow was assumed to follow the logarithmic law:

UðzÞ= u�
κ
In

�
z
z0

�
: (14)

Figure 2 shows the mean streamwise velocity profile of the simulated flow at
x/H= 1 and y/H= 0.5 and the logarithmic law fit to the velocity data. The friction
velocity u� and the reference mean wind speed UðHÞ in Eq. (14) were estimated
from the simulation result to be 0.438 m/s and 11.124 m/s, respectively, which are
higher than the target values of 0.394 m/s and 10 m/s. The differences could be
ascribed to the well-known log-layer mismatch due to the inaccuracy of the SGS
model near the ground in the LES simulation (Mason and Thomson 1992). The
simulated values are employed hereinafter for normalizing the flow characteristics.

The ASCE 49-12 Standard specifies the wind speed profile of the incoming
ABL flow for the use of wind tunnel testing as

UASCE49ðzÞ=Uðzref Þ
�

z
zref

�
α

(15)
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where α= 0.14 for the open terrain exposure. ASCE 49-12 states that the mean
wind speed power law exponent shall be within ±15% of the target value. Because
the gradient height provision (zg= 274 m in open terrain exposure) in the
standard is not consistent with the state-of-the-art ABL flow description in the
meteorological literature (see, e.g., Simiu et al. 2016 for a summary and an
application to high-rise building design), the gradient height is not considered in
the plot of the wind speed profile.

Figure 3 shows the mean wind speed profile as simulated in this study, the
target logarithmic law profile, and the profiles accepted by ASCE 49-12. The
simulation results in differences with respect to the logarithmic profile up to 5%
near the ground (i.e., z/H< 0.02) and less than 2% at the other elevations. Those
differences are well within the accepted range considered by the ASCE 49-12
Standard to be acceptable and are lower than those typical of wind tunnel tests
(Kozmar 2011, Samali et al. 2004).

3.2 Turbulence intensity

The turbulence intensity at a point with height z is defined as the ratio of the root-
mean-square of the velocity fluctuations to the longitudinal mean wind speed at
that height:

IuðzÞ=
ffiffiffiffiffiffiffiffiffiffiffi
u2ðzÞ

q
Uðzref Þ

, IvðzÞ=
ffiffiffiffiffiffiffiffiffiffi
v2ðzÞ

q
Uðzref Þ

, IwðzÞ=
ffiffiffiffiffiffiffiffiffiffiffi
w2ðzÞ

q
Uðzref Þ

(16)

where in this study zref is the ABL height H.

 [m/s]U

Figure 2. Logarithmic fit to mean streamwise velocity profile
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Turbulence intensities over open terrain exposure in the Atmospheric Surface
Layer (ASL) e.g., z/H≲ 0.1) are, according to ASCE 49-12

IuðzÞ=
1

Inðz∕z0Þ
, IvðzÞ=

0.8
Inðz∕z0Þ

, IwðzÞ=
0.5

Inðz∕z0Þ
(17)

The turbulence intensity profiles in the neutral ABL flow suggested by Stull
(1988) are

IuðzÞ= u�

�
6

�
1 −

z
H

�
2
þ u2ðHÞ

u2�

z
zH

�
1=2

∕UðzÞ

IvðzÞ= u�

�
3

�
1 −

z
H

�
2
þ v2ðHÞ

u2�

z
zH

�
1=2

=UðzÞ

IwðzÞ= u�

�
1 −

z
H

�
1=4

∕UðzÞ: (18)

Figure 4 presents the turbulence intensities determined from Eqs. (17) and (18)
and obtained in the simulations. For 0.03≤ z/H≤ 0.8, the simulation yields Iu
values that deviate from target values by approximately −5% to 10%, Iw values

refU U

0 85α
1 15α

Figure 3. Mean streamwise velocity profiles
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that exceed target values by less than 14%, and Iv values that are smaller than target
values by less than 20%, where the target values are given by Eq. (18). The
turbulence intensity simulations in the study outperform their counterparts simu-
lated in typical wind tunnel tests (Kozmar 2011, Samali et al. 2004, Tanaka et al.
2013).

The ratios of the three turbulence intensities ðIv∕Iu,Iw∕IuÞ in the lower ABL
are shown in Figure 5. The ratios from the simulations are 0.62:0.53 for 0.07< z/H
< 0.2, which are comparable with the ratios of 0.7:0.45 from Stull (Eq. 18),
0.75∼0.8:0.5 from ASCE 49-12 (Eq. 17), 0.5∼0.6:0.3∼0.4 from Counihan (1975),
and 0.78∼0.82:0.55∼0.63 from ESDU 85020 (2001). Note that the ratio Iv/Iu is
smaller by 14% than its counterpart suggested by Stull because the turbulence
intensity in the lateral direction (Iv) is relatively low in the simulations.

3.3 Wind velocity spectra

The spectral density functions of wind velocity fluctuations are a measure of the
contribution of each frequency component of the fluctuations to the variance of
the fluctuations. Among several proposed spectral density functions for wind
engineering purpose, useful non-dimensional spectra for the longitudinal, lateral,

Figure 4. Turbulence intensities
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and vertical turbulence at elevation z are expressed respectively as (Kaimal et al.
1972, Simiu 2011)

nSuðz,nÞ
u2�

=
200f

ð1þ 50f Þ5=3 ,
nSvðz,nÞ

u2�
=

15f

ð1þ 10f Þ5=3 ,
nSwðz,nÞ

u2�
=

3.36f

1þ 10f 5=3

(19)

where f is the Monin coordinate defined as f = nz=UðzÞ where n is the frequency
of wind velocity fluctuations. Equation (19, Part 1) differs slightly from its Kaimal
et al. (1972) counterpart in that it corresponds to a mean square value of the
turbulence fluctuations equal to 6u2�, a value widely accepted for wind engineering
purposes (Simiu and Scanlan 1996).

Figure 6 shows the non-dimensional spectra at z/H= 0.1. The resolved
fluctuations in LES follow Eq. (19) in the inertial subrange (the slope of −2/3 in
the plot). Note that the lower limit of the inertial subrange is on the order of
f ≈ 0.1 − 0.2 (Busch and Panofsky 1968, Drobinski et al. 2004, Fichtl and McVehil
1970, Singer et al. 1968). The deficit is also observed in the simulated flow of low-
frequency and high-frequency components.

The low-frequency spectrum deficit problem is related to the size of the
computational domain and the length of simulation time (Nozawa and Tamura
2001). This is experienced not only in CFD simulations but also in wind tunnel

/ , /v u w uI I I I

Figure 5. Ratios of turbulence intensities

COMPUTATIONAL VERSUS WIND TUNNEL SIMULATION OF ATMOSPHERIC BOUNDA 179

 Wind Engineering for Natural Hazards 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

U
ni

ve
rs

ity
 o

f 
Il

lin
oi

s 
A

t U
rb

an
a 

on
 1

0/
16

/1
8.

 C
op

yr
ig

ht
 A

SC
E

. F
or

 p
er

so
na

l u
se

 o
nl

y;
 a

ll 
ri

gh
ts

 r
es

er
ve

d.



testing (Simiu et al. 2011). The missing low-frequency components have little or
no influence on the signature turbulence of structures immersed in the ABL flow
but produce quasi-static effects on the response to the structures. The contribution
of low-frequency component to the peak structural response can therefore be
taken into account via post-processing (Asghari Mooneghi et al. 2016, Yeo and
Chowdhury 2013). This approach can be applied not only to wind tunnel
simulations, but to CFD simulations as well.

The high-frequency spectrum deficit problem is mainly caused by insufficient
grid resolution and inaccurate SGS modeling of LES. LES resolves large-scale
fluctuations up to a frequency related to grid scales, f≈ 2.5 (Figure 6). As shown in
Figure 6, the resolved eddies follow the target spectra up to f≈ 1 and deviate from
them for f > 1. This deviation is mainly caused by performance of the imperfect
SGS modeling (e.g., by excessive SGS dissipation that moves too much energy
from the resolved motions to the SGS motions). Such SGS modeling causes the
logarithmic layer mismatch (LLM) near the ground, which generates “overshoot”
peak wind shear, oversized streamwise coherence and, ultimately, inaccurate
prediction of wind velocity field near the ground (Brasseur and Wei 2010, Mason
and Thomson 1992, Yang et al. 2017). However, Because the overshoot occurs
close to the ground, its effect is typically modest from a structural engineering
point of view and is negligible for tall building design.

3.4 Wind velocity cross-spectra

The cross-spectral density functions of the wind velocity fluctuations at two
different points are measures of the coherence of harmonic fluctuating compo-
nents with frequencies n at those points. Since the cross-spectral density function
is a function of the co-spectrum and the quadrature spectrum is negligible in

Figure 6. Spectra of wind velocity components at z/H= 0.1
Source: Shi and Yeo (2017).
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homogeneous turbulent ABL flows (Teunissen 1970), the co-spectrum can be
expressed as (Simiu and Scanlan 1996)

Sciiðy1, z1; y2, z2; nÞ= S1=2i ðz1, nÞS1=2i ðz2, nÞe−f̂ (20)

where (y1, z1) and (y2, z2) denotes the coordinates in the lateral and vertical
directions of two different points in a plane normal to the wind direction, the
subscript i stands for the u, v, and w components, and e−f̂ describes the coherence
of velocity components at those points. The expression for the exponent f̂
proposed by Davenport (1968) is

f̂ =
n½C2

zðz1 − z2Þ2 þ C2
yðy1 − y2Þ2�1=2

1
2 ½Uðz1Þ þ Uðz2Þ�

(21)

where Cz and Cy are exponential decay coefficient. Their values differ considerably
from study to study (Simiu and Scanlan 1996). Commonly accepted values for the
decay coefficients are Cz= 10, Cy= 16 (Vickery 1970). A similar expression was
proposed for the exponential decay function in the x direction with a suggested
exponential decay coefficient Cx= 3 to 6 (see, e.g., Simiu and Scanlan 1996).

Figure 8 shows the coherence functions e−f̂ for u(t) at two locations along
the directions x, y, and z. The mean streamwise velocity UðzÞ for Cz is the average
of the mean velocities at two locations, as shown in Eq. (21). The estimated
exponential decay coefficients of the simulated flow: Cx= 1.00 ± 0.03,
Cy= 14.1 ± 0.4, and Cz= 11.5 ± 0.4, where the sign ± denotes the standard devia-
tion with respect to the fitted curve. The coefficients of Cy and Cz in the
simulations are in agreement to within 15% from the suggested values. However,
Cx from the simulation is lower by a factor of at least 3 than the suggested value,
which implies that the simulation produces significantly larger streamwise
turbulence eddies at z/H= 0.1. This could be explained by the LLM problem in
LES, which leads to excessive streamwise coherence near the ground.

3.5 Integral length scales

The integral length scales of turbulence are a measure of the representative size of
the energy-bearing eddies in the flow and consist of nine components correspond-
ing to the three dimensions (i.e., x, y, and z) of eddies associated with the three
velocity fluctuation components. For example, Lxu, L

y
u, and, Lzu are the character-

istic eddy sizes in the x, y, and z directions, respectively, associated with the
longitudinal wind velocity fluctuations u. The length scale of Lxu, which is the most
common measure in wind engineering practice, is defined as (Counihan 1975,
Simiu and Scanlan 1996)

Lxu =
1

u2

Z
∞

0
Ru1u2ðxÞdx (22)

where Ru1u2ðxÞ is the cross-covariance function of the two longitudinal
velocity components at two spatial positions of u1 = uðx1, y1, z1, tÞ and
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u2 = uðx1 þ x, y1, z1, tÞ. Alternatively, the length scale can be estimated based on
the Taylor’s hypothesis of frozen turbulence as follows (Simiu and Scanlan 1996):

Lxu =
U

u2

Z
∞

0
RuðτÞdτ (23)

where RuðτÞ is the auto-covariance function of the fluctuation u(t) at time lag τ.
The integral length scale Lxu within the ASL increases with height and

decreases over rougher surface terrain (Counihan 1975). The reported values of
Lxu have large variability (ASCE 2012, Simiu and Scanlan 1996). An estimate of Lxu
within the ASL reported in ASCE 49-12 is expressed as

Lxu =
z

2πf m
(24)

where fm is the Monin reduced frequency at which the spectrum nSðuÞ∕u2� reaches
the maximum value. The typical value suggested in ASCE 49-12 is fm≈ 0.032,
although no validation for this value appears to be available in the literature, which
is lower than the counterpart in the simulation ( fm≈ 0.05 at z/H= 0.1 in Figure 6).
However, Pasquill and Butler (1964) state that Eq. (24) can result in the
underestimation of Lxu by a factor of 2 to 3.

An alternative approximate expression of Lxu was proposed by Counihan
(1975):

Lxu ≈Czm ðLxu and z in metersÞ (25)

where the constant C and m are determined using Figure 13 of Counihan (1975).
The proposed estimates Lyu and Lzu are

Lyu ≈ 0.35Lxu, Lzu ≈ 0.5Lxu: (26)

Figure 9 shows the integral scales of streamwise wind fluctuations in the x, y,
and z directions. The symbols represent simulation results in this study. The
curves show Counihan’s estimates [Eqs. (25) and (26)]. For z/H= 0.1, the estimate
of Lxu∕H in ASCE 49-12 [Eq. (24)] is 0.32. As shown in Figure 9, the simulation
results are qualitatively consistent with the inequalities Lxu > Lzu > Lyu in the lower
ABL height (z/H≤ 0.3 in this study). The ratios Lxu:L

y
u:Lzu in the simulation are

approximately 1:0.25:0.75 for z/H≤ 0.3, which is comparable to Eq. (26). While
the simulated values of Lxu and Lyu are in good agreement with Counihan’s
estimates [Eqs. (25) and (26)], the simulated values of Lzu at z/H= 0.2 ∼ 0.3 are
larger by a factor of about 2 than the values proposed in the literature. The peaks of
the Lxu and Lzu profiles occur at z/H≈ 0.35 and 0.55, respectively, and decrease
above the elevations of the peaks. Lyu is almost constant throughout the ABL height.
In view of the substantial uncertainties in the estimation of the integral turbulence
lengths and of the fact that the latter need not be used in engineering calculations—
especially if Eq. (19), rather than the von Kármán spectrum, are used for the spectral
densities of the velocity fluctuations—such uncertainties are of limited or no
practical significance from a structural engineering viewpoint.
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4 DISCUSSION

4.1 ABL simulation

This LES ABL simulation presented in this paper is based on (i) the use of state-of-
the-art ABL research in wind/structural engineering applications, (ii) the balanced-
force-driven ABL wind model, (iii) the precursor method, and (iv) a model scale
similar to scales used in wind tunnel testing for tall building design applications.

Use of state-of-the-art ABL research in wind/structural engineering applica-
tions. Recent meteorological studies in the ABL study show that the ABL wind
velocity profile in the mid-latitude region is approximately logarithmic up to
elevations of an order of 1 km above the surface and that the veering angle for
the elevations is negligible for practical purposes. The state-of-the-art results
imply that the governing equations of the ABL flow as used for current structural
engineering applications can be simplified by eliminating the Coriolis force
terms.

Balanced-force-driven ABL wind model. In CWE applications, ABL simula-
tions typically use “boundary-driven” wind to generate ABL flows by specifying
inflow/outflow and top boundary conditions. This approach does not take into
account the dynamic equilibrium of the neutrally stratified ABL flow and hence is
not optimal for horizontally homogeneous ABL flow simulations. The “balanced-
force-driven” approach employs the dynamic equilibrium of the ABL flow using
balance of the horizontal pressure gradient force (which drives the wind flow) and
the friction force (which retards the wind flow).

Precursor method. The precursor method, in conjunction with the balanced-
force-driven mechanism, naturally develops turbulence by shear stress near the

, ,x y z
u u uL H L H L H

   (Simulation)

   (Simulation)

   (Simulation)

   (ASCE, Eq. 22)

   (Counihan, Eq. 23)

   (Counihan, Eq. 24.1)

   (Counihan, Eq. 24.2)
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Figure 9. Integral length scales: Numerical simulations
Source: Counihan (1975), ASCE 49-12 (2012).

COMPUTATIONAL VERSUS WIND TUNNEL SIMULATION OF ATMOSPHERIC BOUNDA 185

 Wind Engineering for Natural Hazards 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

U
ni

ve
rs

ity
 o

f 
Il

lin
oi

s 
A

t U
rb

an
a 

on
 1

0/
16

/1
8.

 C
op

yr
ig

ht
 A

SC
E

. F
or

 p
er

so
na

l u
se

 o
nl

y;
 a

ll 
ri

gh
ts

 r
es

er
ve

d.



surface, and generates more realistic ABL flows than other methods do. The
simulated flow using the precursor method can be stored in databases and be used
as incoming flow in a main simulation with objects immersed in the ABL. Though
the database of incoming ABL flows from the promising precursor-based simula-
tions requires additional computational time and storage, it allows wind/structural
engineering practitioners to perform CFD simulations of ABL flows conveniently
and with reduced uncertainties.

The ABL flows simulated by the precursor method are influenced by the
periodic boundary condition inherent in the method. The effects of the boundary
condition on the simulated flow become weaker as the size of the computational
domain increases. Sensitivity studies are recommended to ascertain whether the
size of the computational domain is adequate.

Model scale. The LES simulation in this study was performed using scaled
length and velocity but employing the viscosity of air, as wind conventional tunnel
testing does. One consequence of the reduced model scale—and the consequent
violation of the Reynolds number with respect to its prototype counterpart—is that
computational costs become affordable for practical wind engineering purposes.

To achieve a ground surface roughness that causes the flow to be indepen-
dent of viscosity (Isyumov 2014, Sutton 1953), the ASCE 49-12 Standard speci-
fies for the wind-tunnel-scaled flow a surface-roughness Reynolds number
ReT = u�z0∕ν > 2.5, where ReT is in effect the ratio of a turbulent eddy viscosity
to the molecular viscosity. This approach is not necessary in CWE precursor
method computations, which do not model roughness length but rather shear
stresses and a sufficient flow-development length.

This paper examined the case of length scales of the order of 1:1000. This scale
is comparable to model scales used for the simulation of wind effects on high-rise
buildings. The approach considered in this paper can readily be modified to
accommodate simulations of low-rise buildings as well. Typical wind tunnel scales
for such buildings are of the order of 1:100 for length and 1:5 for velocity. To
achieve CWE simulations comparable to wind tunnel simulations the same scales
can be adopted for CWE simulations as well.

4.2 Assessment of simulated ABL flow

As shown in the section, Characteristics of Simulated ABL Flows, the quality of the
flow simulated in this study satisfies criteria set forth in the ASCE 49-12 Standard
for wind tunnel testing.

The mean wind speed profile follows the logarithmic law with differences of
less than 2% at most elevations. The turbulence intensities are in good agreement
with the standard values (to within 10% for Iu, 14% for Iw, and 20% for Iv). The
predicted coherence and the integral length scales of the ABL flow differ from
models typically assumed in engineering calculations by amounts that vary from
15% to more than 100%. However, those models are themselves very uncertain,
and differ from reported full-scale measured values by ±100% or even more.

The wind velocity spectra are well reproduced in the non-dimensional fre-
quency range 0.05≤ f≤ 1. For example, for a building with height h= 183 m under
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wind speed of Uð10 mÞ= 35 m/s, to f= 1 there corresponds a frequency 0.29 Hz,
well above the first three lowest natural frequencies of vibration of the building,
which were determined to be 0.165 Hz, 0.174 Hz and 0.188 Hz (Park and Yeo 2016).
These results show that the simulated ABL flow is capable of producing resonant
response in the first three modes for the building considered in this example. More
generally, the ASCE 7-16 Standard defines rigid buildings (i.e., buildings not
susceptible to experiencing resonant response) as buildings with fundamental
natural frequencies in excess of 1 Hz; flexible buildings are therefore buildings
with frequencies n≤ 1 Hz. This can be achieved by using more refined grids or
better performed SGS models than those used in this study. Aerodynamic effects of
unresolved, small-sized fluctuations are considered in LES by SGS models. For
applications in which the simulation of small eddies is important, it is necessary to
study the capability of SGS models to produce effects associated with such eddies.
This topic should be the object of future research. The effects of missing low-
frequency components (f< 0.05 in this study) on structural response can be
compensated for by using post-processing corrections, as mentioned in Section 3.3.

This study confirms the existence of the well-known logarithmic layer
mismatch problem (even worse with buoyancy effects) caused by inaccurate SGS
modeling near the ground, where it overestimates the streamwise coherence, a
feature that is conservative from a structural engineering viewpoint.

Simulated flow is influenced by the periodic boundary conditions, and the
associated along-wind domain length affects coherence of flow. A “wiggled”
spectrum in low-frequency component is a consequence of the periodic boundary
conditions. As noted by Nozawa and Tamura (2001), this influence is stronger in
the upper region of the ABL, owing to the shorter turnover period caused by the
higher velocities in that region. Underestimated lateral fluctuations in the y
direction are observed as well, which require further investigation.

5 CONCLUDING REMARKS

ABL simulations using LES have been performed to assess the extent to which
CWE simulations of ABL flows are comparable to their counterpart conventional
wind tunnel simulations. For structural engineering purposes, the governing
equations of straight ABL flow were formulated based on state-of-the-art meteo-
rological studies. The balanced forces between horizontal pressure gradient and
ground friction were adapted to the CFD solver to achieve dynamic equilibrium
throughout ABL. In the simulation using the precursor method, the turbulent ABL
flow was naturally developed to achieve horizontally homogenous ABL flow. To
reduce computational resource requirements this study employed a model scale
approach, similar to the approach used in wind tunnel simulations.

The characteristics of simulated ABL flow were investigated and compared
with their counterparts in the literature and the ASCE 49-12 Standard for wind
tunnel testing. The mean wind speed profile accurately followed the logarithmic
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law to within 2% differences at most elevations. The turbulence intensities were
found to be in good agreement with standard values, to within 10% for Iu, 14% for
Iw, and 20% for Iv. The wind velocity spectra were correctly simulated in the
inertial subrange. The coherence and the integral length scales of the ABL flow
were adequately predicted, with differences with respect to models proposed in the
literature comparable to differences among most reported prototype measure-
ments. The results also identified issues, mainly due to inaccurate SGS modeling,
that need to be addressed in future research. The main conclusion of this study is
that LES simulations of the lower 1 km of the turbulent, neutrally stratified ABL
can be produced that achieve a level of quality equal to or higher than state-of-the-
art, conventional boundary-layer wind tunnel simulations.

This paper examined the case of length scales of the order of 1:1000. This scale
is comparable to model scales used for the simulation of wind effects on high-rise
buildings. The approach considered in this paper can readily be modified to
accommodate simulations of low-rise buildings as well. Typical wind tunnel scales
for such buildings are of the order of 1:100 for length and 1:5 for velocity. To
achieve CWE simulations comparable to wind tunnel simulations the same scales
can be adopted for CWE simulations as well.

Based on the assessment of the simulated results via comparisons with
measurements reported in the literature and values recommended in the ASCE
49-12 Standard for wind tunnel testing, the quality of the simulations for
structural engineering applications was found to be comparable with the quality
of their wind tunnel counterparts. The results also identified issues, mainly due to
grid resolution and inaccurate SGS modeling, that need to be addressed by future
research.
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